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Performance measurement and forecasting are crucial for effective management of innovative projects in emerging knowledge-
based companies. This study proposes an integrated performance assessment and forecasting model based on a combination of
earned schedule methodology and the learning curve theory under risk condition. The operational performance is measured in
terms of time and cost at completion indicators. As a novelty, the learning effects andKalman filter forecastingmethod are employed
to accurately estimate the future performance of the company. Furthermore, in order to predict the cost performance accurately,
a logistic growth model is utilized. The validity of this integrated performance measurement model is demonstrated based on a
case study. The computational results confirmed that the developed performance measurement framework provides, on average,
more accurate forecast in terms of mean and standard deviation of the forecasting error for the future performance as against the
traditional deterministic performance measurement methods.

1. Introduction

Measuring the operational performance is essential for the
knowledge-based companies. For such companies, learn-
ing has direct effect on the productivity of the firms [1].
Normally, knowledge-based companies employ traditional
project managementmethodology tomonitor the progress of
the plan and the actual performance on a regular basis and
take corrective actions in case of delay or deviation from the
initial schedule. As a result, the performance measurement is
essential to control the project effectively and avoid repetitive
errors. This is an important and relevant problem to study,
particularly for emerging knowledge-based companies where
the learning effects influence the performance of the firm [2].

Among different quantitative approaches to the perfor-
mance measurement, the earned value method (EVM) has a
considerable potential to be used as a basis for performance
measurement [3]. However, the traditional EVM was devel-
oped based on the assumption that the performance is a
constant function of time.The problem with this assumption

is that the knowledge sharing and team learning affect the
project performance during the project execution. Thus, the
actual performance changes over time. The variability of
performance causes complications when forecasting the final
cost and time particularly under risk conditions. A practical
model for analysing the nonlinear effects of learning on the
firm’s performance is the learning curves (L-curves). L-curves
are quantitative model of performance variations during the
work progress. L-curves have been used in a vast range of con-
texts among scholars.The L-curve hypothesises performance
improvement as a function of practice, with the most intense
improvements happening at the opening of the learning pro-
cedure [4]. L-curves have been used by previous researches
on project management, and there have been few scientific
papers to extend traditional framework of the EVM with
nonlinear components; see, for example, [5–8]. However, the
previous scientific efforts have not expansively addressed the
combination effects of learning and risks on the accuracy
of the performance predictions. Also, deterministic perfor-
mancemeasurementmodels, for example, EVM, have several
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deficiencies for the performancemeasurement of knowledge-
based companies.Therefore, in this paper, a probabilistic per-
formance assessment model is proposed based on learning
curve theory and earned value management approach.

2. Related Works

Performancemanagement systems are a set of processes used
by organizations for supporting the on-going management
through planning, measurement, forecasting, and analysis
of performance and for facilitating organizational learning
and change [9]. Apart from theoretical frameworks, for
example, balanced scorecard (BSC), quantitative models are
critical to be used to measure the progress and forecast
the future performances. Table 1 provides taxonomy of
quantitative methodologies for performance measurement.
For a comprehensive review of the different project duration
forecastingmethods using earned value approach, seeVande-
voorde and Vanhoucke [10]. Recent research has recognized
the strong relationship between learning and performance.
For example, Ngwenyama et al. [11] proposed an effective
planning approach for software development project that
will maximize the firm productivity using learning curve
as the theoretical background. The value of the technology
was estimated through a modified learning curve function. It
was concluded that the designed performance measurement
model supports the decision-making process for a wide range
of technology implementation projects.

Plaza and Rohlf [6] developed a mathematical model
that utilizes L-curves in forecasting of the project completion
time. A training strategy was proposed that minimized the
project consulting costs within a theoretical background
for empirical analysis of learning. Plaza [4] addressed the
accurate forecasting problem of project duration by the
impact of the learning curve for information system projects.
The highlight of Plaza’s work is a decision support system
(DSS) integrating learning curve calculation with EVM. The
outcomes indicate that the designed DSS has significant
practical application to the control of projects. Bondugula
[12] proposed an optimal project control process using
Kalman filter forecasting method (KFFM) for updating. The
proposed model was used for forecasting the cost estima-
tion at completion (CEAC) and the estimated duration at
completion (EDAC) addressing the risks and uncertainties in
the project progress. However, the effects of learning on the
performance have been ignored. Wang et al. [13] proposed
a novel performance-oriented risk management framework
that aligns project risk management with business strategic
goals. The proposed performance measurement model was
used to improve success rates of innovative research and
development projects. The integration of balanced scorecard
(BSC) and quality function deployment (QFD) method is
proposed to recognize major performance measures and to
transform organizational performance measures into project
performance measures. Kim and Reinschmidt [14] proposed
a new forecasting method based on the Kalman filter and
the earned schedule (ES) approaches. The proposed model
was validated using two real projects through extracting
actual data about the status, trend, and forthcoming project

schedule performance and related risks. Consistent fore-
casting model enables the project executive to make bet-
ter decisions for well-timed control actions. Azeem et al.
[15] developed three models to estimate the duration at
completion of projects. The first and second models were
deterministic on the basis of earned value (EV) and earned
schedule (ES) approaches. The third one was a stochastic
forecasting model based on the integrated Kalman filter
forecasting model (KFFM) and earned schedule approach.
A case study was used to validate the proposed perfor-
mance measurement models. The outcomes exhibited that
the KFFM provides more accurate predictions as against the
EV and ES forecasting models. Sadeghi et al. [16] proposed a
project competency model that addresses three dimensions
of knowledge, performance, and competency criteria. The
attained outcomes of the multicriteria decision-making pro-
cess proved the applicability of the suggested performance
competency evaluation method in practice. Chou et al. [17]
proposed a novel hybrid multiple-criteria decision-making
procedure on the basis of earned value management to
measure the project performance. Numerical test cases were
used to prove the applicability of the proposed performance
assessment procedure. Qin et al. [18] addressed the workforce
planning model for assigning tasks to multiskilled workforce
by considering nonlinear learning effects of knowledge and
requirements of project quality. A piecewise linearization
scheme to learning curve was suggested. Also, a mixed
integer linear programming model was proposed and then
it improved by taking into account the performance of
the experienced personnel and the upper bound of the
employees’ experiences build-up.

According to the reviewed articles, the research gaps are
as follows: as mentioned by Azeem et al. [15], a limitation
of the KFFM is that it is appropriate only to the forecast
of expected duration at completion, not to the prediction
of cost estimation at completion (CEAC), though Kalman
filter method can be extended to estimate CEAC so that
schedule and cost estimating can be integrated within an
integrated procedure. Moreover, despite the fact that several
qualitative and quantitative studies have been directed toward
the project performance measurement, only a few have
analysed the effects of the learning on performance under
risk situations. Measuring the operational performance of
knowledge-based projects is a bit more problematic and
constitutes the key idea of this study. The practice-oriented
objective of the present study is to design interactive user-
friendly application software that assists knowledge-based
practitioners in the favourite implementation of the per-
formance measurement model. The present research to be
presented has two main parts: one that concerns the project
performance measurement and a second that focuses on
forecasting performance indicators in terms of time and
cost of the project subject to the errors and risks. The
contributions of the present study are threefold. First, this
study extends to the model by Plaza [4], who focuses only on
forecasting time at completion, by extending the performance
measurement domain to analyse both time and cost with
regression models. Moreover, the earned schedule technique
is explicitly used as a basis to assess the nonlinear effect of
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Table 1: Taxonomy of performance measurement models.

Reference Framework and methodology Performance indicators Analysis of learning
on performance Risk analysis

[19] Multidimensional performance model for
BSC

Financial, customer, internal
processes, learning, and growth — —

[20]
Performance measurement

framework—using the analytic network
process (ANP)

The value of maintenance, operating
costs — —

[21] Conceptual framework to incorporate
“risk perspective” into the BSC

Financial, customer, internal
processes, learning, and growth — √

[22] Predicting future performance by
learning curves Time and cost √ —

[23] Integration of EVM with risk
management-based performance Time and cost — √

[24]
Project performance evaluation using

Random Forests and IN-PROMETHEE II
methods

Wide range of indices (e.g., growth
of per capita income) — —

[25]
Probabilistic evaluation of cost

performance stability in earned value
management

Cost — √

[26] BSC and ANP Knowledge resources — —

[27]
Intelligent systems in project

performance measurement and
evaluation

Time and cost — —

[28] EVM Time and cost — —

Present study
A performance measurement and

forecasting framework using learning
curves under risk conditions

Time, cost, learning, and growth √ √

learning on performance. Finally, compared with studies that
utilize classic framework of earned value method, the present
analysis takes into account the risk factors and focuses on
innovation projects.

3. Performance Assessment Methodology

3.1. Time Performance Assessment. In this section, we provide
the assumptions and formulations used for time performance
assessment. Earned value indexes have been extensively used
to forecast the future performance, in terms of both time and
cost. A standard formula for project duration estimation is
defined as

EAC (𝑡) = AD + PDWR, (1)

where EAC(𝑡) is the estimated project’s final duration. AD
and PDWR represent the actual duration and the planned
duration of work remaining, respectively. PDWR is affected
by the learning effects. The earned schedule (ES) method-
ology forecasts the planned duration of work remaining.
ES is an extension of the earned value management [3]. It
overcomes limitations of the classic EVM through calculating
expected duration at completion (EDAC) by extending the
EVM-based SPI. In this method, the plan progress is mea-
sured in time units. The experimental results confirmed that

the ES method affords more accurate estimates than EVM-
based SPI calculations [10]. The earned schedule methodol-
ogy can be formally expressed as

ES (𝑡) = 𝑡 +
EV − PV

𝑡

PV
𝑡+1

− PV
𝑡

. (2)

Let EV and PV
𝑡
denote earned value and the planned

value at time 𝑡 (time point), respectively. The actual duration
and the planned duration (PD) are also given. It should be
remarked that, at the end of a project, EV = PV = BAC
(budget at completion). The generic formula for estimating
the earned schedule duration can be written as follows:

EAC (𝑡) = AD +
PD − ES

PF
. (3)

The performance factor (PF) depends on the project
characteristics and risk conditions. It is assumed that the
duration of remaining work follows the trend of schedule
performance index (PF = SPI(𝑡)). Thus, EAC can be mathe-
matically expressed as

EAC (𝑡) = AD +
(PD − ES)
SPI (𝑡)

. (4)

As a result, a time-based schedule performance index at
time (𝑥) can be defined by

SPI
𝑡
(𝑥) =

ES (𝑥)
AT

. (5)



4 Mathematical Problems in Engineering

The expected duration at time (𝑥) is the ratio of planned
duration to SPI

𝑡
(𝑥). The proposed forecasting method uses

the inverse of SPI
𝑡
(𝑥) in order to account for the schedule

effect on CEAC. This inverse proportion is denoted by
completion factor (CF).TheCF specifies EDACbrought forth
to unity and it can be presented in

CF (𝑥) = EDAC (𝑥)
PD

= SPI
𝑡
(𝑥)
−1
. (6)

3.2. Cost Estimation Model. This section provides the pro-
posed cost estimationmethodology. A number of approaches
are found in the literature of the EVM to estimate cost at com-
pletion (CEAC), for example, index-based and regression-
based techniques. We further extended the previous perfor-
mance measurement model by providing analysis of forecast
errors and integration of the influence of learning on perfor-
mance and consequently on the CEAC calculation. Gener-
ally, index-based methods assume that remaining budget is
modified by a performance index [29]. Regression techniques
and growth model have been recognized as alternatives to
traditional index-based cost estimation methods. Growth
models and regression curve-fitting techniques improve the
accuracy of the CEAC, particularly as they can be integrated
with the EVMdata and the earned schedule (ES) approach, so
that they can provide more accurate and consistent forecasts.
Among the S-shaped growth models, we employ logistic
growth (LM) function for curve fitting and consequently
to forecast the project cost (Figure 1). As can be seen, LM
is normally distributed with an inflection point at 50% of
total growth. This growth model was widely implemented
in practice because of its easiness and analytical tractability.
The generic formula of LM is represented in (7). This
function consists of a future value asymptote of the model
that represents the final cost (𝛼), an initial size of project
cumulative cost (𝛽), and a scale factor (𝛾) that relates to the
cost growth rate (GR):

LM (𝑡) =
𝛼

1 + 𝑒 (𝛽 − 𝛾𝑡)
. (7)

In order to implement the cost estimation model, first
the values of 𝛼, 𝛽, and 𝛾 are obtained through the analysis
of nonlinear regression models. Afterward, the LM model is
used to compute CEAC.More precisely, the CEAC formula is
modified with the purpose of analysing the effect of learning
on schedule progress and cost performances.

All the values of predictor and response variables (time
and cost) units are normalized to input into the model. The
normalization of time points to unity regards that a project
time is 100% complete (that is to say, PD = 1). Each time
point (𝑥) is associated with a cost point to run the nonlinear
regression curve fitting. These resultant cost points are then
calculated as follows. The actual values of cost from time
𝑥 = 0 to actual time (AT) are standardized to unity (i.e., the
normalized BAC equals 1). Afterward, the normalized values
of up-to-now AC and PV are joined to obtain the values of
the cost variable.

According to the Gauss–Newton approximation algo-
rithm, the initial values of the LM parameters are adjusted

Cost

Time
0

LM(t)

𝛼

t = ES

𝛼/2

𝛽/𝛾

Figure 1: The logistic growth function.

to 1 with the accuracy level of 95%. At that time, the values
of the three parameters are obtained through the regression
analysis. Then, CEAC is computed through a modified
formula so that, instead of adjusting it with a performance
indicator, the remaining expected cost is calculated by the
regression analysis:

CEAC (𝑥) = AC (𝑥) + [LM (1) − LM (𝑥)] ∗ BAC. (8)

Finally, the LM is modified to account for the possible
effect of work progress on CEAC. The main assumption of
this modification is that the schedule efficiency is likely to
decrease the final cost. The value of 𝑥 = 1 indicates that a
project completes on time. It is substituted by the comple-
tion factor. The integrated cost-schedule approach considers
the schedule impact as a contributing factor of cost values.
Finally, the modified CEAC equation is provided in

CEAC (𝑥) = AC (𝑥) + [LM (CF (𝑥)) − LM (𝑥)]

∗ BAC.
(9)

3.3. EVM Extension by Learning Curves. EVM is established
on the notion that both estimated and actual performance
are constant over time; however, in many knowledge-based
companies, performance generally follows a nonlinear L-
curve (Figure 2). The L-curve signifies the rate of perfor-
mance progress throughout the project life cycle. With the
aim of better understanding of the method, we first provide
the notation used to explain the performance measurement
model integrated with learning curves (see the list below).
Planned duration (𝑇

0
) is computed based on the assumption

that performance remains fixed during the project life cycle.
This estimated time is associated with the constant planned
performance (𝑃

0
). According to the EVM principles, the

schedule performance index (SPI) can be determined as

SPI = EV
PV

. (10)

The Notation of the Performance Measurement Model

𝑇
0
: planned duration of the project
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Time

Performance computed
from EV using SPI

Actual
performance
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P1
PL(tnow)

tnow TE TL T0 T1

Figure 2: Learning curve function.

𝑇
1
: forecasted project duration regarding constant

performance
𝑇
𝐿
: forecasted project duration with learning effects

𝑇
𝐸
: the minimum (best possible) duration

𝑡now: the time when the performance was measured
𝑃
0
: planned performance

𝑃
1
: actual performance

𝑃
𝐸
: asymptote to the learning curve

𝑃
𝐿
(𝑡): the progress function of time (𝑡)

𝐾: the coefficient of the learning curve
SPI
𝐸
: the adjusted schedule performance index by

learning impact
EV
𝐸
: the earned value of the work performed accord-

ing to the nonlinear progress function.

The actual performance can be measured by substituting
the above expressions for EV and PV into (10) as

𝑃
1
= 𝑃
0
∗ SPI. (11)

Likewise, the adjusted duration (𝑇
1
) is calculated accord-

ing to the actual performance and the given SPI:

𝑇
1
=

1

SPI
𝑇
0
. (12)

A formal representation of the learning curve is given in

𝑃
𝐿
(𝑡) = 𝑃

𝐸
(1 − 𝑒

−𝑘𝑡
) ,

𝑃
𝐿
(0) = 0.

(13)

The schedule performance index impacted by the learn-
ing curve can be calculated as follows:

SPI
𝐸
=
EV
𝐸

PV
. (14)

In order to quantify the relation between SPI and SPI
𝐸
, a

corrective factor called performance correction index (PCI)
is defined. SPI

𝐸
can be further defined as

SPI
𝐸
=

1

PCI
∗ SPI. (15)

At this point, the values of the learning curve asymptote
(𝑃
𝐸
) and best possible project duration (𝑇

𝐸
) can be deter-

mined as

𝑃
𝐸
= 𝑃
0
∗ SPI
𝐸
,

𝑇
𝐸
=

𝑇
0

SPI
𝐸

.
(16)

The minimum project duration 𝑇
𝐸
is resulting based on

the assumption that performance is at 𝑃
𝐸
all the time. The

relation between EV and EV
𝐸
can be expressed as

EV = EV
𝐸
∗ PCI = (𝑃

𝐸
∗ 𝑡now) ∗ PCI. (17)

PCI is an unknown parameter and it can be determined
by incorporating the performance function into the earned
value equation. It should be remarked that the area under
the L-curve function represents the amount of work actually
completed up to time 𝑡now and it can then be calculated as

∫
𝑡now

0

𝑃
𝐿
(𝑡) 𝑑𝑡 = ∫

𝑡now

0

𝑃
𝐸
(1 − 𝑒

−𝑘𝑡
) 𝑑𝑡

= 𝑃
𝐸
∗ 𝑡now ∗ PAI.

(18)

After the calculation of the above integration, the perfor-
mance adjustment index can be obtained as

PCI = 1 − 1 − 𝑒−𝑘𝑡now

𝑘 ∗ 𝑡now
. (19)

As calculated in (19), PCI is related to the learning curve
coefficient 𝑘 and time when the performance was measured.
This indicates that, after the calculation of the learning
parameter 𝑘, the estimation of the rest of the unknown
parameters will be forthright. The reader is referred to Plaza
and Turetken [7], for a detailed explanation of the procedure
of determining the value of 𝑘.

Among the predictive approaches, Kalman filter method
has been recognized as an efficient way to estimate the per-
formance indicators with minimum error. In what follows,
we explain how to integrate performance evaluation, risk
analysis, and learning effects. The proposed performance
evaluationmodel accounts for the risks of time and cost over-
runs. It calculates the standard deviation of the completion
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time and the deviation of the actual cost and the planned cost
of the project. In addition, the accuracy of the measurement
during the performance appraisal process is very important.
Thus, a risk assessment method is required to be integrated
with the performance measurement system.

3.4. Risk-Oriented Performance Measurement Using Kalman
Filter. The Kalman filter is an efficient recursive forecasting
procedure utilized to estimate the future state of a dynamic
system in the existence of noises [30]. The Kalman filter has
extended its application domain to different areas and many
prediction and control problems.The reader is referred to the
work by Li et al. [31] for further improvement of basic Kalman
filter method. However, despite the wide range of potential
applications, the Kalman filter has not been extensively used
in the context of performance management. In this study, we
implement Kalman filter forecasting method in combination
with risk assessment model and learning curve. Kalman filter
forecasting model uses a baseline plan and accounts for the
cumulative progress curve that represents the amount ofwork
to be completed at a time point. The forecasting technique
focuses on the estimation of the deviation between the
planned performance and the actual performance through-
out the execution of the project. To perform the forecasting
calculation, it requires the actual performance data, as well
as the information regarding the budget at completion, the
baseline progress curve, the planned duration (PD), and
the prior probability distribution of the project duration at
time 𝑡 = 0. The basic components of the Kalman filter
algorithm are provided in the list below. In this framework,
the state of a dynamic system is represented at time 𝑘
by two sets of variables: 𝑥

𝑘
(state variables) and P

𝑘
(error

covariance). The error covariance signifies the uncertainty
associated with the estimations of the state variables. The
states and error covariance are adjusted at each time point
𝑘 through measurement model and the system model. Since
the future performance is uncertain, the system model has
a probabilistic nature. The process noise represents the
uncertainty associated with the system model. In the context
of operational performance forecasting, the process noise
is interpreted as the performance deviations as a result of
inherent uncertainty associated with the execution plan.

The Basic Notation of the KF Forecasting Model

TV
𝑘
: time variance

𝑥
𝑘
: state variable

P
𝑘
: error covariances

Q
𝑘
: process noise covariance matrix

R
𝑘
: measurement error covariance matrix

A
𝑘
: transition matrix

H: observation matrix
K
𝑘
: Kalman gain matrix

w
𝑘
: vector of random process noise

z
𝑘
: new observation

k
𝑘
: vector of random measurement noise

𝑟: measurement error variable
𝑥
𝑘
= A
𝑘
⋅ 𝑥
𝑘−1

+ w
𝑘−1

: dynamic system model
z
𝑘
= H𝑥

𝑘
+ k
𝑘
, z
𝑘
= [z
𝑘
]; k
𝑘
= [k
𝑘
]: measurement

model
�̂�−
𝑘
= A�̂�+

𝑘−1
, P−
𝑘
= AP+

𝑘−1
A𝑇 + Q

𝑘−1
: prediction

process

K
𝑘
= P−
𝑘
H𝑇(HP−

𝑘
H𝑇 + R

𝑘
)
−1: Kalman gain

�̂�+
𝑘
= �̂�−
𝑘
+K
𝑘
(z
𝑘
−H�̂�−
𝑘
), P+
𝑘
= [𝐼−K

𝑘
H]P−
𝑘
: updating

process.

The focus is on the cost overrun and the variance
(TV), which represents the difference between the initial
plan (planned duration) and actual performance. The time
variance is calculated the same as the schedule variance (SV)
or cost variance (CV) as previously described. In other words,
at any time point such as 𝑡, the amount of TV(𝑡) is the differ-
ence between actual time (𝑡) and earned schedule (ES) and it
is calculated as

TV (𝑡) = 𝑡 − ES (𝑡) . (20)

Kalman filter estimates the expected duration at comple-
tion (EDAC) using the time variance during different periods.
The work progress is represented as a system with two state
variables that evolve over time: the time variance (TV) and its
ratio of change over a forecasting horizon:

𝑥
𝑘
=
{
{
{

TV
𝑘

𝑑TV
𝑘

𝑑𝑡

}
}
}

. (21)

The calculations of the state variable 𝑥
𝑘
and new mea-

sured (real observation) z
𝑘
are done through the following

formula:

𝑥
𝑘
= 𝐴𝑥
𝑘−1

+ w
𝑘−1
,

z
𝑘
= 𝐻𝑥
𝑘
+ k
𝑘
.

(22)

Two types of errors are included in the performancemea-
surement model. The first is the measurement error and the
second is process error during the prediction.The error vari-
ables indicate the accuracy of the measured variable. The
covariance matrix of process error (Q

𝑘
) shows the uncer-

tainty in the process model. The measurement error covari-
ance matrix (R

𝑘
) represents the accuracy of the measured

actual performance. The measurement error covariance
matrix of the random error vector measurement (v

𝑘
) is cal-

culated as

R
𝑘
= Cov (k

𝑘
) = 𝐸 [k

𝑘
k𝑇
𝑘
] = [k

𝑘
] [k
𝑘
]
𝑇

= [k2
𝑘
]

= [𝜎
2

𝑘
] = [𝑟] .

(23)

Kalman filter method estimates the posterior distribution
according to the calculated initial distribution of the random
variable and a set of model parameters. The covariance of
estimation error is determined by the system state error and
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the difference between the system variable 𝑥
𝑘
and its estima-

tion (�̂�
𝑘
) as follows:

𝑃 = 𝐸 ([𝑥
𝑘
− �̂�
𝑘
] [𝑥
𝑘
− �̂�
𝑘
]
𝑇

) . (24)

The prediction is performed using an initial estimate (�̂�−
𝑘
)

of the state variable based on the estimates at previous time
interval (�̂�+

𝑘−1
) and the transmission matrix is calculated as

follows:

�̂�
−

𝑘
= A�̂�+
𝑘−1
,

P−
𝑘
= A
𝑘
P+
𝑘−1

A𝑇
𝑘
+Q
𝑘−1
.

(25)

In ameasurement model, using the new observation (z
𝑘
),

the accuracy of estimates in previous iterations (𝑘 − 1) is
calculated as

�̂�
+

𝑘
= �̂�
−

𝑘
+ K
𝑘
(z
𝑘
−H�̂�−
𝑘
) . (26)

Kalman gain matrix (K) is determined to minimize the
covariance matrix of posterior estimation error (P+

𝑘
). The

formula for this calculation is as follows:

K
𝑘
= P−
𝑘
H𝑇 (HP−

𝑘
H𝑇 + R

𝑘
)
−1

, (27)

P+
𝑘
= [𝐼 − K

𝑘
H]P−
𝑘
. (28)

Process noise matrix (𝑄) is a controller of themoderating
risk effects and Kalman gain (𝐾). Choosing the improper
covariance as a fundamental factor results in the lack of
proper functioning of Kalman filter model

𝑄 = [
0 0

0 𝑊2
𝑘−1

] . (29)

To accurately estimate the elements of noise matrix (𝑄),
the primary distribution of time and costs is used. If the
scheduled duration is denoted by the PD, then optimistic
(𝑂), probable (𝑀), and pessimistic (𝑃) estimates of the time
(or cost) are defined as 𝑂 = 0.95 ∗ PD, 𝑀 = PD, and
𝑃 = 1.05 ∗ PD. The parameters of primary distribution of
the time and cost (such as mean and variance) are obtained
using the three-point estimate (using PERT) as follows:

𝜇 =
(𝑂 + 4 ∗𝑀 + 𝑃)

6
,

𝜎 =
(𝑃 − 𝑂)

6
.

(30)

The process noise (w
𝑘−1

) should be estimated in such way
that, at the end of the forecast period, the error covariance
is equal to the initial distribution of predicted variance.
The values of these parameters for both time and cost are
calculated separately. In practice, the error variable (𝑟) can
be estimated using a three-point estimation method for
measurement of error. The measurement error covariance
(R
𝑘
) is an important factor in the implementation of Kalman

filter and is an indicator for accuracy of measuring actual
performance. If 𝑎 represents the value equal to the maximum

possible measurement error variance, then the variance of
measurement error (R

𝑘
) is obtained as

k
𝑘
= 𝑎,

k
𝑘
= −𝑎,

R
𝑘
= [

𝑎 − (−𝑎)

6
]
2

=
𝑎2

9
.

(31)

As a result, R
𝑘
can be obtained from the above equation

and placed in (27) during the update process. This is the way
that risk analysis is performed in the proposed performance
evaluation model.

4. Integrated Performance
Measurement Model

The flowchart of the proposed performance measurement
model is illustrated in Figure 3. The suggested steps for
the development of a risk-based model to assess the time
and cost performance of knowledge-based companies under
learning effects are as follows. In the first step, the decision
maker decides the learning growth coefficient (𝑘) as well as
the calculation of the performance correction index (PCILC)
influenced by the effects of learning. With regard to the rela-
tionship between the cost and time, estimation of the future
costs is essential to assess the performance of the company.
Furthermore, due to the fact that the time and cost indicators
of the classical EVM have been estimated independently, a
relationship must be found between time and cost at comple-
tion. As a result, a cost growth function that determines the
project final cost has to be fitted using nonlinear regression
analysis. As previously described, the logistic growth model
(LM) is used to estimate project final cost. Afterward, the
initial performance evaluation of knowledge-based compa-
nies is performed in terms of time and cost indicators. In this
step of modeling, to assess the current state of knowledge-
based company, the information on the performance of a
benchmark company (as a case study) will be collected. In
order to validate the performance of the proposed risk-based
assessment model, the company’s performance indicators
are estimated. In this stage, the performance evaluation is
based on the empirical data, using classical EVM. Then, the
Kalman filter model is used to forecast the time performance
indicator (EDACKF). In this step, risk analysis is performed
using the Kalman filter to estimate the time and cost indexes.
The schedule performance index obtained from the Kalman
filter method is denoted by SPIKF. The estimation of the
deviations is measured on the basis of the difference between
the expected performances and the concepts related to the
earned schedule (ES). As a result, schedule performance
index for a knowledge-based is derived as follows:

SPIKF =
PD

EDACKF
. (32)

The schedule performance index calculated by the
Kalman filter is denoted by SPIKF. Then, based on the cal-
culated value of the performance correction factor (PCILC),
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Modifying SPI indicator to predict the values of EDAC, and
CEAC with respect to the learning effect and risk analysis

results obtained by Kalman filter

Is the end of the forecast
horizon?

Start

Data gathering step based on actual observations to calculate
the amount of EV and the resulting ES using EVM

No

Yes

Final estimation of the time and cost indicators to evaluate
the performance of the organization with regard to risk

Determine action plans in response to risks

End

Update the forecast
period, k = k + 1

Determining the forecast horizon
Initialization parameters for Kalman filter model k = 0

Using Kalman filter model to predict deviation and risk
analysis in the time period k

Using regression model (logistic model) to estimate the time
and cost parameters based on the extracted learning curve

C(x) =
a

1 + e(𝛽 − 𝛾x)

Extract the learning curve (LC) and determine the
parameters for a knowledge-based company (k and PCI)

Figure 3: The flowchart of the proposed performance measurement model.

the final value of the schedule performance index (SPIKF/LC)
is estimated as follows:

SPIKF/LC =
SPIKF
PCILC

. (33)

This new performance index is customized for the
knowledge-based companies. According to the above index,
the estimated time at completion (EDACKF/LC) under both
learning and risk conditions is estimated as follows:

EDACKF/LC =
PD

SPIKF/LC
=
PCILC
SPIKF

⋅ PD. (34)

It should be mentioned again that the amount of EDAC
is based on the calculated TV. Correspondingly, according to

the estimated cost function 𝐶(𝑡), the final cost at the time of
completionCEAC is calculated at the time 𝑡 = EDACnew. As a
result, the cost estimation at completion (CEAC) is computed
as follows:

CEAC

= AC (EDACnew)

+ {LM (CF (EDACnew)) − LM (EDACnew)}

∗ BAC.

(35)

Using the above performance indicators, knowledge-
based companies will be able to assess the possibility of
achieving the ultimate performance.
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Table 2: The data used in case study.

Parameter Value
Learning curve coefficient (1/month) 𝑘 0.5
BAC 110,000 $
Planned duration (PD) 582 days
Original probability of success (PoS) 0.50
Time of forecasting 7th month
Confidence level 0.95
Learning curve coefficient (1/month) 𝑘 0.5
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Figure 4: Earned value and actual cost curves versus the planned
value.

5. Case Study

The key objectives of the case study are to conduct a
preliminary test and to validate the practical benefits of the
performance measurement model. The methodology is also
to evaluate and compare risk response strategies. Strategic
management development company (AMIN) is knowledge-
based company in the field of integration of the education ser-
vices using comprehensive implementation of information
and communication technology. Many of the customers of
the company include the students, teachers, and anyone who
is somehow involved in the education process. The summary
data collected from the project files and the basic parameters
determined for the performance measurement analysis are
provided in Table 2.The information of the project including
the project activities, duration, predecessors, the associated
cost, and the percentage of complete is summarized in
Table 3. PoS represent the initial probability of success. The
decision maker uses this graphic user interface to decide the
input data.

5.1. Performance Forecasting Results. In this section, the
summery results of the earned value methodology, earned
schedule method, and the combined Kalman filter and learn-
ing curvemodel are discussed.The values of the performance
indicators obtained using different forecasting methods are
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Figure 5: Time performance as a function of schedule performance
index (SPI): 𝑇

0
= 813 days and 𝑘 = 0.05.

provided in Table 4. Earned value and actual cost curves
versus the planned value are depicted in Figure 4.The earned
value and the actual project data at the end of the 7th month
are shown in this graph. At the current time period, the
earned value and actual and planned value cost are 33500.0
$, 35166.7 $, and 63850.0 $, respectively.

Figure 5 shows the result of a sensitivity analysis of
the differences between EVM/LC forecasts (𝑇

𝐸
) and those

obtained by the EVMunder different levels of SPI. According
to the obtained outcomes, if SPI < 1 (behind the sched-
ule), EVM calculations propose that more assets should be
allocated in order to complete it according to initial plan.
Nevertheless, as the graphs for different 𝑇

𝐸
values specify,

there is quite a relatively high probability that the knowledge-
based company could finish the project on time since all
𝑇
𝐸
values are lower than 𝑇

0
. Even though this remark is

valuable, it is based on themost optimistic forecasts of project
completion times, and so it may be impractical. At this
point, it would be useful to further expand the proposed
performance assessment model by computing the estimates
for the time performance metric.

5.2. EDAC Profiles Produced by the KFFM. In this section,
the probabilistic analysis of the time performance index is
discussed. The obtained results are categorized into three
main parts (probabilistic performance reporting graphs)
as follows. These graphs are effective tools for displaying,
analysing, interpreting, and evaluating the probabilistic per-
formance prediction results.TheKF output provides different
viewpoints on the performance indicators and its associated
risk factors and can support the knowledge-based companies
to make up-to-date decisions as to corrective actions. It
should be noticed that, in contrast to the traditional discrete-
event simulation approach, KF method does not necessitate
thorough activity-level information. The model inputs are
the basic performance indicators (EV, PV, and AC as used
in the terminology of the earned value method) and initial
estimations of the project duration and cost at comple-
tion.
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Table 3: The information of the project.

Code Activity Predecessors Duration
(days) EV PV % complete

1 Application design project — 582 18,200.0 110,166.7 76%
2 Technical — 522 12,333.3 60,000.0 86%
3 Server delivery — 12 3,333.3 3,333.3 100%

4 Technical activities based panel maker
android apps 3 240 2,700.0 12,000.0 100%

5 Bug Fixes instrument panel Android app 4 60 0.0 2,000.0 10%

6 Technical activities building up the base
panel 3 240 2,700.0 12,000.0 90%

7 Fix-up panel construction 6 60 0.0 2,000.0 50%

8 Technical activities based panel maker IOS
app 3 200 3,600.0 13,333.3 95%

9 Bug Fixes instrument panel IOS app 8 60 0.0 2,666.7 50%
10 Connect to payment (panel and apps) 4, 6, 8 240 0.0 666.7 100%
11 Technical support during operation 10 30 0.0 10,000.0 0%

12 Launch site for introducing and selling
account 6, 15 60 0.0 2,000.0 100%

13 Connect to the SMS system 6 30 0.0 0.0 100%
14 Design and graphics — 30 3,066.7 3,333.3 93%
15 Panel UI design and graphics 19 30 2,400.0 2,666.7 90%
16 Logo design 19 15 666.7 666.7 100%
17 Branding and marketing — 552 2,800.0 38,333.3 45%

18 Determine the target market area and
channels to market 19 60 2,000.0 4,000.0 50%

19 Evaluation and selection of brand (scope) — 30 800.0 1,000.0 80%
20 Advertising and marketing 18, 11 30 0.0 33,333.3 0%
21 Content — 330 0.0 8,500.0 9%
22 Education portal launched 6 15 0.0 500.0 50%
23 Finalizing the app version 12 14 0.0 1,000.0 0%

24
Drafting contractual documents with users
to investigate and solve the problem of legal

and contractual issues
23 32 0.0 1,000.0 0%

25 Film production and educational content
app maker 18, 11 30 0.0 5,000.0 10%

26 The closing activities 25, 20 30 0.0 1,000.0 0%

Table 4: The performance indicators obtained using different
forecasting methods.

EVM ES KF/LC
SPIEV 0.95 SPIES 0.94 SPIKF/LC 83.8%

CPIEV 0.52 EDACES
622.42
days EDACKF 699.21 days

EDACEV 582 days EDACLC/KF 694.55 days
CEACEV 209974.4 $ CEACLC/KF 186000.1 $

5.2.1. Probability of Success Graph. The probability of success
graph supports the decision maker to estimate the prob-
ability of finalizing the project within the predetermined

duration, according to the probability distribution functions.
The probability distribution diagrams are obtained based on
accumulative distribution function. According to the simu-
lation results, the planned (prior) and posterior cumulative
probability distribution curves of success are illustrated in
Figure 6. These graphs signify the probability of finishing the
project at a given due date.

The prior distribution is associated with the planned
duration based on the expected variance quantified through
engineering judgment. On the other hand, posterior prob-
ability distribution for the EDAC is estimated during the
project execution. More specifically, the prior and posterior
probability distribution curves signify the probability of
completing the project at a given period, based on the initial
forecasts and the updated predicting results, respectively. It
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Figure 6: Probability of success graphs obtained for the case study.
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Figure 7: Probabilistic EDAC profiles obtained for the case study.

is assumed that the prior variance of project duration equals
the posterior variance. In this study, the prior variance of
the project duration is estimated using three-point PERT
formula. At 50% probability, as presented in Figure 6, the
estimated EDAC at the end of the 7thmouth is approximately
1006 days.This result indicates that the schedule performance
is behind the initial plan by 193 days. According to the worst-
case scenario given at the 99% probability level, the EDAC is
1712 days, and then the schedule performance at 1% risk level
is 899 days behind the initial schedule.

5.2.2. Probabilistic EDAC Profile. In this subsection, the
probabilistic EDAC profiles obtained from the KFFM com-
putations are discussed. These profiles include four curves:
EDAC, planned, lower bound (LB), and upper bound (UB)
that represent the probabilistic forecasts for the project dura-
tion. The estimation bounds of the EDAC can be obtained
directly from the Kalman filter calculations according to
the error covariance matrix P

𝑘
. The red dashed line (EDAC

curve) is displayed in Figure 7. It represents the estimated
duration at completion index computed using the mean
parameter of the posterior distribution function. As more
progress is achieved, the EDAC, UB, and LB curves approach
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Figure 8: Probability of success profile obtained for the case study.

Table 5: The results of regression-based cost forecasting and
analysis.

CF AC(𝑥) Growth
model(𝑥)

Growth
model[CF(𝑥)] CEAC(𝑥)

1.37 63850 $ 0.27 1.24 186,000.10 $

their final results. The UB and LB curves are considered at
a desired confidence level (95%). For schedule performance
forecasting reporting, theKF affords an accurate EDACas 7th
month. As can be seen, the EDAC produced by CPMmethod
is placed within the UP and LB curves generated by the
KF. The probabilistic EDAC profile indicates timely warning
about a potential risk of schedule performance downgrade.
The results indicate that the KF can be efficiently used to
arrange forwell-timedwarnings about potential performance
loss.

5.2.3. Probability of Success Profile. The probability of success
profile supports the decision-making process in regard to
risk management actions.The probability of success profile is
illustrated in Figure 8. This graph is related to the likelihood
of satisfying the time performance of the project. This profile
is used as warning mechanism at a particular level of risk.
As can be seen, the probability of success has dropped from
50% at the project start to 11% at 6th month indicating that
the project is under the risk of delay. After that period, the
probability of success profile increased to 14% at the 7th
month. In this period of time, the project status is ahead of
schedule with 14% probability of completing on time.

5.3. Cost Performance Assessment. As mentioned previously,
the accuracy of forecasting CEAC is improved by employing
a regression-based nonlinear methodology that integrates a
logistic growth model with earned schedule method. In this
section, this assertion is tested and the obtained results are
discussed. The results of regression-based cost forecasting
and analysis are given in Table 5.

The logistic model is fitted as (36) usingMinitab software
based on nonlinear regression analysis with Gauss–Newton
algorithm. In the software setting, the confidence level is
considered as 95%:

LM (𝑡) =
104.68

1 + 𝑒 (6.627 − 1.934𝑡)
. (36)
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Figure 9: Fitted logistic curve of project cost.

Figure 9 presents the graph of the fitted cost progress
curve. As can be seen, the curve fits the actual cost and
planned value data of the project. The curve fits the cost
estimation at completion (as response variable) with an input
of time being complete (as predictor of the fittingmodel).The
obtained result indicates that, at 7th month, the cumulative
project cost is about 58% of the total BAC.

According to the calculated properties of (36), the inflec-
tion point occurs when the project time progress is 50% and
the cost is about 35% of the total BAC. Table 6 presents results
of cost estimation for project case study. After 7 months of
execution, the project is 76% complete and consequently this
is the period in which the CEAC is calculated. At this time
point, the cumulative project cost is about 58% of the total
BAC.

The final step of the cost estimation process requires
integration of the value of the CF to consider the effects of the
schedule progress into the project’s cost. The value of the CF
for project case is 1.37. In (9), the value of the time 𝑥 = 1.00 is
substituted by CF as expressed in (10). The forecasted CEAC
during the different time periods is calculated as illustrated
in Figure 10. At the end of the 7th, value of the EVM-based
CEAC is to some extent more than the final cost estimation
by the KF/LC. The final cost estimations have more accuracy
than those obtained without considering the CF.

5.4. Validation. In this section, we provide the comparison
of the proposed time and cost performance measurement
against the index-based forecasting methods. The EDAC
index usingCPMmethod is calculated according to the actual
data.The EDAC is calculated by EV and ES approaches using
(37) and (39), respectively:

EDACEVM =
PD
SPI

, (37)

SPI (𝑡) = ES (𝑡)
AD

, (38)

EDACES =
PD

SPI (𝑡)
. (39)
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Figure 10: Forecasted CEAC during the different time periods.
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Figure 11: Forecasted EDAC during the different time periods.

Figure 11 shows the EDAC profile generated by the
deterministic models (EVM and ES) and one produced by
the KFFM. The percentage of error (PE) between the EDAC
forecasted by the benchmark approaches against EDACCPM
is calculated as

PE =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

EDACKF/LC − EDACCPM

EDACCPM

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∗ 100, (40)

where EDACKF/LC is the estimated duration at completion
generated by the combined KF and learning curve analysis
and EDACCPM is the estimated duration at completion
produced by the CPM. The average error percentage is con-
sidered as average of the summation of all error percentages
as summarized in Table 7. It should be remarked that CPM
estimate the time performance at the activity level. Thus, it
would be expected that CPMbe themost accurate forecasting
model among other approaches.

The results of Table 7 indicate that the KF/LC is, on
average, the best model because its EDAC profile had the
lowest mean and standard deviation of error as against the
EDAC profile generated by the CPM Profile, while EDAC
profile produced by the EVM, ES, and pure KF models has
a greater mean and standard deviation of forecasting error.
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Table 6: The results of cost estimation for project case study.

Time points
(month)

EVM Real AC-PV values Fitted AC-PV values Error square
ES AC 𝑋 𝑌-cost AC PV 𝑋 LM(𝑥)

1 3 2,400 0.05 0.05 0.05 0.15 0.00980
2 26 5,853 0.10 0.11 0.10 0.17 0.00310
3 36 15,733 0.15 0.18 0.15 0.19 0.00013
4 78 45,167 0.21 0.22 0.21 0.21 0.00019
5 131 55,783 0.26 0.25 0.26 0.23 0.00063
6 136 60,783 0.31 0.29 0.31 0.25 0.00119
7 196 63,850 0.36 0.32 0.36 0.28 0.00173
8 — — 0.41 0.35 0.41 0.31 0.00196
9 — — 0.46 0.39 0.46 0.34 0.00222
10 — — 0.52 0.42 0.52 0.37 0.00179
11 — — 0.57 0.45 0.57 0.41 0.00103
12 — — 0.62 0.48 0.62 0.46 0.00052
13 — — 0.67 0.50 0.67 0.50 0.00000
14 — — 0.72 0.52 0.72 0.56 0.00105
15 — — 0.77 0.55 0.77 0.61 0.00470
16 — — 0.82 0.58 0.82 0.68 0.00977
17 — — 0.88 0.65 0.88 0.75 0.00888
18 — — 0.93 0.90 0.93 0.83 0.00511
19 — — 0.98 1.00 0.98 0.91 0.00687
20 — — 1.00 1.00 1.00 1.01 0.00005

Table 7: The forecasted EDAC by KF/LC model versus the different benchmark approaches.

Time of forecast (month) EDAC profiles Error%
CPM ES EVM KFFM KF/LC ES (%) EVM (%) KFFM (%) KF/LC (%)

1 593.00 6278.55 6278.55 776.42 726.66 958.78% 958.78% 30.93% 22.54%
2 611.00 1369.11 1438.34 759.50 736.18 130.88% 142.55% 28.08% 24.15%
3 656.00 1437.88 1531.72 770.40 755.28 142.48% 158.30% 29.92% 27.37%
4 610.00 895.38 850.16 751.29 740.77 50.99% 43.37% 26.69% 24.92%
5 582.00 667.77 635.25 720.74 713.13 12.61% 7.12% 21.54% 20.26%
6 582.00 768.95 700.62 736.52 730.34 29.67% 18.15% 24.20% 23.16%
7 582.00 622.42 610.96 699.21 694.55 4.96% 3.03% 17.91% 17.12%

Average of error% 190.05% 190.19% 25.61% 22.79%
Standard deviation of error% 3.43 3.45 0.05 0.03

As shown in Figure 11, the black line represents the EDAC
profile generated by CPM. As it can be observed, the EDAC
profile calculated by the KF/LC model had better intimacy
to EDAC profile produced by CPM as against the EVM
and ES methods. KF/LC generates the best EDAC profile
since it has the lowest deviation from the EDAC profile
calculated by CPM. On the other hand, the EDAC profile
of EVM and ES methods has much greater error compared
with KF and KF/LC methods. As a result, based on such
comparison, it should be concluded that the KF/LC provides
more reliable time performance predictions against the EV
and ES performance forecasting approaches.

6. Conclusion Remarks

Existing methods of project performance assessment, for
example, earned value management, are deterministic and
thereforemay fail to characterize the inherent complexity and
associated risks in forecasting the performance of the inno-
vative projects. In this study, the earned value methodology
was extended to address the effect of learning on the perform-
ance of the innovative project under risk condition. These
effects have so far been ignored in most earned value man-
agement applications. In the present study, EVM approach
was extended by Kalman filter and learning curve to forecast
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theDEAC and then regression curve-fitting approach for cost
forecasting adopted the growthmodel to predict the final cost
at completion during different time periods. So schedule and
cost forecasting were combined within a reliable approach.
The practical benefits of the proposed regression curve-fitting
approach are that it relates the past existing data with forth-
coming planned data, while the traditional EVM approach
exclusively relies only on historical performance data. This
relationship between past, current, and future performance
of the company was attained by the implementation of the
logistic growth model.

The accurateness of the EVM, ES, KF, and KF/LC fore-
castingmethodswas assessed extensively at different forecast-
ing periods.The comparative result exhibited that the KF/LC
model was, on average, the best forecasting model because it
had the lowest average and standard deviation of the error as
against the EVM, ES, and KF models. Consequently, it can
be concluded that the KF/LC provides more reliable perfor-
mance forecast than the other two deterministic EVM and
ES approaches as well as pure KF method. Furthermore, the
combined KF/LC performance measurement model devel-
oped in this study affords probabilistic prediction bounds
of EDAC and generates lower errors than those achieved by
EVM and ES estimating approaches.

The future research aims at extending the performance
measurement model that accounts for different learning
functions. Accordingly, the model characteristics can be
improved by addressing more realistic situation, for example,
the incorporation of the time buffers and cost contingency as
well as the organizational learning.The combined risk assess-
ment and performance forecastingmethodology can be com-
pared with other artificial intelligence based forecasting and
risk approaches such as fuzzy risk analysis and artificial neu-
ral network (ANN). The prediction model can be enhanced
with integration of Kalman filter method and the Bayesian
estimation method. Any effort expended in improving the
accurate utilization of resources assigned to knowledge-based
projects would have thoughtful effects on the performance
of organizations, which is principally important in current
business environmentwhere acquiring resources is becoming
progressively more complex.
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